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University of Texas - El Paso, TX, US Mobile: (+1) 765-409-3423

Education Purdue University, IN, USA Aug 2018 – May 2025
Ph.D. in Computer Science. Advisor: Yexiang Xue.
PhDThesis: IntegratingAutomated ReasoningwithMachine Learning for Structured Prediction and
Scientific Discovery.
Beihang University, Beijing, China Sep 2015 – Jan 2018
M.A.Eng. in Computer Science. Advisor: Wenge Rong.
National Scholarship
Zhejiang University of Technology, Zhejiang, China Sep 2011 – Jun 2015
B.Eng. in Computer Science.
Outstanding Graduate Student.

Appointments University of Texas - El Paso, USA Sep 2025
Assistant Professor in the Department of Computer Science
Amazon Search, USA May 2021 - Aug 2021, May 2020 - Aug 2020
Research Intern on the Product Search group.
Microsoft Research Asia, Beijing, China Dec 2016 - Sep 2017
Research Intern in Speech group.
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13 Nan Jiang∗, Yi Gu∗, Yexiang Xue. Learning Markov Random Fields for Combinatorial Structures
via Sampling through Lovász Local Lemma. In Thirty-Seventh AAAI Conference on Artificial Intelligence
(AAAI), 2023. [Acceptance rate 19.6%]

12 Nan Jiang, Maosen Zhang, Willem-Jan van Hoeve, Yexiang Xue. Constraint Reasoning Embedded in
Structural Prediction. In Journal of Machine Learning Research (JMLR), 2022.
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(TCBB), 2017. [JCR Q1] [Impact factor 3.6]

2 Nan Jiang, Wenge Rong, Baolin Peng, Yifan Nie, Zhang Xiong. An empirical analysis of different
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tional Joint Conference on Neural Networks (IJCNN), 2015.
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tems, 2015.
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Preprint
1. Nan Jiang, Ziyi Wang, Yexiang Xue. EGG-SR: Embedding Symbolic Equivalence into Symbolic Re-

gression via Equality Graph.

2. ZiyiWang,Nan Jiang, Guang Lin, Qifan Song. SQS: BayesianDNNCompression throughSparseQuan-
tized Sub-distributions.

3. Haoyang Zheng, Xinyang Liu, Cindy Xiangrui Kong,Nan Jiang, Zheyuan Hu, Weijian Luo, Wei Deng,
Guang Lin. Ultra-Fast Language Generation via Discrete Diffusion Divergence Instruct.

4. Ziyi Wang, Siva Rajesh Kasa, Ankith M S, SANTHOSH KUMAR KASA, Jiaru Zou, Nan Jiang, Sumit
Negi, Ruqi Zhang, Qifan Song. DIVERSED: Relaxed Speculative Decoding via Dynamic Ensemble Ver-
ification. NeurIPS 2025 Efficient Reasoning workshop.

Internship Oak Ridge National Laboratory, TN, USA July 2024 - Aug 2024
Visiting Student
Amazon Search, CA, USA May 2021 - Aug 2021, May 2020 - Aug 2020
Research Intern
Microsoft Research Asia, Beijing, China Dec 2016 - Sept 2017
Research Intern
Netease Inc., Beijing, China Jun 2016 - Dec 2016
Research Intern

Teaching Artificial Intelligence for Scientific Discovery at CS UTEP. 2025 Fall
Instructor
Programming in C at CS Purdue. 2018 Fall, 2019 Fall
Statistical Machine Learning at CS Purdue. 2019 Spring, 2020 Fall, 2021 Fall
Artificial Intelligence at CS Purdue. 2020 Spring
Introduction to Algorithm at CS Purdue. 2021 Spring, 2022 Spring
Introduction to Artificial Intelligence at CS Purdue. 2022 Fall
Artificial Intelligence Basics at CS Purdue. 2023 Spring
Teaching Assistant

Honors AAAI student scholarship. 2024, 2025
Kaggle - Quora Question Pairs. 8th out of 3295 teams 2017
KDD Cup - Highway Tollgates Traffic Flow Prediction. 3rd out of 3547 teams 2017
National Scholarship, Beihang University. 2017
The Second Prize Scholarship, Beihang University. 2016
Travel Grant of IEEE on IJCNN Conference, IEEE Society. 2015
Excellent Graduation Student, Zhejiang University of Technology. 2015
The First Prize Scholarship, Zhejiang University of Technology. 2012, 2013, 2014
National Scholarship, Zhejiang University of Technology. 2012
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Journals: JMLR, TKDE, Artificial Intelligence Journal.
Conferences: NeurIPS, ACL, AAAI, ECML, AISTATS, ICML, UAI, AAAI and IJCAI.
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