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Motivation: The history for the discovery of Ideal Gas Law

The task is to predict the governing 

equation among all the possible equations 

with the given dataset shown below, which 

is known as symbolic regression.
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Current algorithms directly search for the 

optimal expression involving all three 

variables, which scales poorly to multiple-

variable expressions.

Can we expediate the discovery process?



Motivation: The history for the discovery of Ideal Gas Law

● In 1663, Robert Boyle found
PV=constant

where the number of moles (n) and temperature (T ) are fixed.
● In 1787 and again in 1802, Jacques Charles and Joseph Louis Gay-Lussac demonstrated

V/T = constant
where the number of moles (n) and pressure (P ) are fixed.
● In 1811, Amedeo Avagadro demonstrated

V/n=constant
where the pressure (P )  and temperature (T ) are fixed.
● Finally, we arrived at the ideal gas law, 

PV=nRT
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The scientists use control variable 

experiment to solve a much simpler task. 

Can we introduce this idea into symbolic 
regression, so that the algorithm mimic 
human scientist?



Symbolic regression

● Learning a symbolic expression from data

○ A good benchmark mimicking scientific discovery process.

● Incredibly difficult because of the large search space of all 

possible expressions.

● Can you guess which equation 𝑦 = 𝑓 𝑥1, 𝑥2, 𝑥3 generates the 

data shown in the left table?
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X1 X2 X3 Y

2.5 1.0 9.5 12

3.0 -1.0 4.0 1

1.6 3.5 5.2 10.8

1.8 1.0 3.2 5

7.1 8.6 3.8 64.9

1.7 1.0 2.3 4

2.5 2.6 3.1 9.6

8.9 1.1 2.0 11.8

4.2 -1.0 2.2 -2

5.8 1.0 7.2 13

1.6 5.7 1.2 10.3

9.7 -1.0 1.7 -8



Symbolic regression

● Learning a symbolic expression from data

○ A good benchmark mimicking scientific discovery process.

● Incredibly difficult because of the large search space of all 

possible expressions.

● Can you guess which equation 𝑦 = 𝑓 𝑥1, 𝑥2, 𝑥3 generates the 

data shown in the left table?

● How about if I only ask you to look into these rows?

𝑦 = 𝑥1 + 𝑥3?
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X1 X2 X3 Y

2.5 1.0 9.5 12

1.8 1.0 3.2 5

1.7 1.0 2.3 4

5.8 1.0 7.2 13



Symbolic regression

● Learning a symbolic expression from data

○ A good benchmark mimicking scientific discovery process.

● Incredibly difficult because of the large search space of all 

possible expressions.

● Can you guess which equation 𝑦 = 𝑓 𝑥1, 𝑥2, 𝑥3 generates the 

data shown in the left table?

● How about if I only ask you to look into these rows?

𝑦 = 𝑥1 + 𝑥3?

● How about these rows?

𝑦 = −𝑥1 + 𝑥3?
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X1 X2 X3 Y

3.0 -1.0 4.0 1

4.2 -1.0 2.2 -2

9.7 -1.0 1.7 -8



Symbolic regression

● Learning a symbolic expression from data

○ A good benchmark mimicking scientific discovery process.

● Incredibly difficult because of the large search space of all 

possible expressions.

● Can you guess which equation 𝑦 = 𝑓 𝑥1, 𝑥2, 𝑥3 generates the 

data shown in the left table?

● How about if I only ask you to look into these rows?

𝑦 = 𝑥1 + 𝑥3?

● How about these rows?

𝑦 = −𝑥1 + 𝑥3?

● Maybe the equation is:

𝑦 = 𝑥2𝑥1 + 𝑥3?         
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X1 X2 X3 Y

2.5 1.0 9.5 12

3.0 -1.0 4.0 1

1.8 1.0 3.2 5

1.7 1.0 2.3 4

4.2 -1.0 2.2 -2

5.8 1.0 7.2 13

9.7 -1.0 1.7 -8
INDEED!

Red and blue data are two control variable experiment trials 

(X2 controlled)!

Control variable experiments simplify symbolic regression!



Control Variable Experiments

● Control variable experimentation – a 

classic procedure widely implemented and 

proven useful in science.

● Controlled variables: take the same value in 

a trial, but vary in values across trials

● Free variables: values change within a trial

● Ground-truth equation: the hidden equation 

that generates the data

● Reduced form equation: Under a controlled 

experiment, the data looks “as if” generated 

by the reduced equation, in which controlled 

variables are replaced with constants.

8

x1 x2 x3 x4 y

0.3 0.5 0.1 0.7 -0.32

0.6 0.5 0.1 0.7 -0.29

0.2 0.5 0.1 0.7 -0.33

0.9 0.5 0.1 0.7 -0.26

(c) Trial T1

controlled

x1 x2 x3 x4 y

0.6 0.3 0.8 0.2 0.42

0.1 0.3 0.8 0.2 0.02

0.2 0.3 0.8 0.2 0.10

0.9 0.3 0.8 0.2 0.66

(d) Trial T2

controlled

-
× ×

x1 x3 x2 x4

(a) Ground-truth expression

C2

C1

(b) Reduced form after 
controlling x2, x3 ,x4

-
×

x1



x1 x2 x3 x4 y

… … … … …

x1 x2 x3 x4 y

… … … … …

x1 x2 x3 x4 y

… … … … …

x1 x2 x3 x4 y

… … … … …

Control Variable Experiment with Genetic Programming (CVGP)
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-
× ×

x1 x3 x2 x4

-
× C2

x1 C1

-
× ×

x1 x3 x2 C5

-
× ×

x1 C3
x2 C4

x1 x2 x3 x4 y

0.3 0.5 0.1 0.7 -.32

0.6 0.5 0.1 0.7 -.29

0.2 0.5 0.1 0.7 -.33

0.9 0.5 0.1 0.7 -.26

(b) Control x3,x4

x1 x2 x3 x4 y

0.6 0.1 0.8 0.4 0.44

0.4 0.9 0.8 0.4 0.04

0.3 0.2 0.8 0.4 0.16

0.7 0.4 0.8 0.4 0.40

(c) Control x4

x1 x2 x3 x4 y

0.7 0.8 0.1 0.2 -.09

0.5 0.4 0.6 0.2 0.22

0.2 0.1 0.9 0.2 0.16

0.3 0.5 0.1 0.2 -.07

x1 x2 x3 x4 y

0.2 0.4 0.2 0.7 -.24

0.9 0.3 0.5 0.5 0.30

0.5 0.4 0.8 0.1 0.36

0.1 0.8 0.7 0.6 -.41

(d) No control(a) Control x2,x3,x4

Found by GP
Extended from previous 

reduced-form equations 

using GP



Experiment Results
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Median (50%) and 75%-quantile NMSE values of the symbolic expressions found by all the algorithms 

on several noisy benchmark datasets. Our CVGP finds symbolic expressions with the smallest NMSEs. 



Conclusions

● Control Variable Genetic Programming (CVGP) for 

symbolic regression

○ Learning from control variable experiments

○ Incrementally build complex equations from simple ones using 

genetic programming

● Look into future: passive learning vs. active probing

○ Science progress resulted from insightful experiment design, 

courageous hypothesis forming (reasoning) + high-capacity 

modeling (learning)  
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