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Experiment 1: Regression on Algebraic Equations

Table 1:median (50%-quartile) of NMSE values of the best-predicted expressions 
found by all the algorithms. The set of mathematical operator is  {+, −, ×, sin, cos, 
const}. The 3-tuples at the top (·, ·, ·) indicate the number of free variables, 
singular terms, and cross terms in the ground-truth expressions generating the 
dataset. “T.O.” implies the algorithm is timed out for 48 hours.

Our DSR-VPG finds symbolic expressions with the smallest Normalized-MSEs.

Method: Vertical Symbolic Regression using Deep Policy Gradient (VSR-DPG) 

Symbolic Regression for Scientific Discovery

Learning an explicit symbolic expression (rather than black-box

neural net) from data.

Given a dataset 𝒟 = x1, y1 , … , xn, yn (xi ∈ ℝ
m and yi ∈ ℝ)

and a loss function ℒ. Symbolic regression searches for the

optimal symbolic expression ϕ∗ in the space of all candidate

expressions (noted as Π) that minimizes the loss on the dataset

𝒟:

ϕ∗ ← argmin
ϕ∈Π
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Current Challenges:

- Current methods, are too slow to find expressions with

multiple variables.

- Most recent method (i.e., CVGP) that searches in vertical

path are tightly integrated with genetic programming and

integrate with other deep symbolic regressor, like deep

symbolic regression, will cause (1) difficulty passing

gradients to the parameters in the deep neural nets, (2)

complications in programming.

Vertical Path Scale up AI-driven scientific discovery

Horizontal path: current popular methods directly

search for the expression in the full hypothesis space;

Vertical path: search for the expression from reduced

hypothesis space with more and more variables.We propose an extended context-free grammar to represent 

expressions solve it!

Experiment 2: Regression on Differential Equations

Acknowledgement


	Slide 1

