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Vertical Symbolic Regression 

via Deep Policy Gradient



What is Symbolic Regression?

Given a dataset 𝐷:

Find a closed-form equation 𝜙, like:
𝜙 = 𝑥1𝑥3 − 𝑥2𝑥4

that best fits the dataset 𝐷.
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What is Vertical Discovery Path?

Assumption: need a data oracle that can return the controlled variables dataset

We can iteratively reduce the number of controlled variables.



Challenge in integrating with deep RL
Every preorder traversal of the binary tree correspond to an expression.

The constraints enforce the output of RNN output the given token at each step. It has limitations in passing the 
gradient to the parameters of RNN and needs heavy engineering of different constraints.



Context-free grammar for expression

A context-free grammar is represented by V, Σ, 𝑅, 𝑆 .

Σ is a set of terminal symbols, like:

𝑥1, 𝑥2, ⋯ 𝑥𝑁, 𝑐𝑜𝑛𝑠𝑡 .

V is a set of non-terminal symbols, like 𝐴 .

𝑅 is a set of production rules. Left part is replaced with 
right part.

𝐴 → 𝐴 + 𝐴 ;𝐴 → 𝐴 − 𝐴;𝐴 → 𝐴 × 𝐴;𝐴 → 𝐴 ÷ 𝐴 .

𝑆 an extended start symbol, like:

{𝐴, 𝑥1 × 𝐴 − 𝐴}.
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Vertical Symbolic Regression – step 1



Vertical Symbolic Regression – step 2



Vertical Symbolic Regression – step 3



Vertical Symbolic Regression – step 4



Vertical Symbolic Regression – step 5



Vertical Symbolic Regression – step 7



Experiments Analysis



Regression on Algebraic Equations

• Evaluation metric: Median (50%) of NMSE (normalized mean squared error) values.

Our method attains the 

smallest NMSE values.



Regression on Ordinary Differential Equations

Our method also accelerate the discovery of multivariate ODE.



Conclusion

We integrate vertical discovery with deep neural network.

We propose the use of grammar representation to replace tree representation of 
expression.

In experiments, we find our method scales better than several baselines to 
multivariate algebraic equations and ordinary differential equations.



Q & A

https://github.com/jiangnanhugo/VSR-DPG
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